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Neutrino Heating Mechanism

• Bulk of the core’s original binding energy, >1053 
erg, will be radiated as neutrinos in 10s of sec. 
following collapse.  Mechanism must tap this 
energy.

• Need only ∼1% of this to drive robust explosion.  
Need high quantitative accuracy!

• Tough to achieve in 1D!
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e.g, Colgate & White (1966), Bethe & Wilson (1985)
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Why is it Hard?

• Magnetohydrodynamics

• General Relativity:  extreme gravity

• Microphysics:  nuclear EOS, neutrino 
cross sections/interactions

• Boltzmann transport:  neutrinos

• Fundamentally 3D problem!

• Physics fully-coupled!

3
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2D ‘ab initio’ Explosions

• Handful of 2D explosions. See also 
Suwa et al. (2010).

• Explosions are weak or marginal.

• Characteristically prolate...

• Princeton group: no 2D explosions.
4
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Figure 12. Four snapshots from the evolution of our 11.2 M⊙ explosion model at times t = 230 ms, 250 ms, 275 ms, and 303 ms after core bounce. The figures contain
the same features as shown in Figure 4.
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Figure 13. Mass (top left), neutrino-heating rate (top right), heating efficiency (bottom left), and heating and advection timescales (bottom right) in the gain layer as
functions of time for our 11.2 M⊙ explosion model.

The Astrophysical Journal, 756:84 (22pp), 2012 September 1 Müller, Janka, & Marek

Figure 6. Snapshots of the evolution of model G11, depicting the radial velocity vr (left half of panels) and the entropy per baryon s (right half of panels) 115 ms,
203 ms, 290 ms, 490 ms, 658 ms, and 920 ms after bounce (from top left to bottom right).

active with strong dipole and quadrupole components (the max-
imum amplitudes being a1/a0 ≈ a2/a0 ≈ 0.3; Figure 3, right
panel). Around 400 ms, the average shock radius begins to move
outward rather steadily (Figure 2), and at about 430 ms, some
material becomes nominally unbound (Figure 5). Model G15
develops a strongly asymmetric explosion (Figures 4, 5, and 8):
by the end of the simulation, the shock has reached 3800 km

in the northern hemisphere, while the minimum shock radius
over the only remaining strong downflow in the southern hemi-
sphere is only 850 km (Figure 5); i.e., the ratio rmax/rmin of
the maximum and minimum shock radius is as large as 4.5:1.
Snapshots of the developing asymmetric explosion with even
more extreme shock deformation during earlier phases of the
explosion are shown in Figure 8.
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Axisymmetric Core-Collapse Supernova Simulations 3
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Figure 1. Evolution of the entropy (upper half) and radial velocity (lower half) for B12-WH07, with snapshots at tpb = 12, 90, 150, 200, 300, 400, 600, and
800 ms. The scale grows in time to capture the expansion of the supernova shockwave, but the colormaps remain constant. The radial velocity portion is omitted
for the first two snapshots. (An animated version of this plot is available at http://astro.phys.utk.edu/activities%3achimera%3aseriesb).
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2D ‘ab initio’ ExplosionsRelativistic 2D CCSN Explosion Models

"Diagnostic energy" of explosion

Maximum shock radius

The Astrophysical Journal Letters, 767:L6 (7pp), 2013 April 10 Bruenn et al.
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Figure 2. Upper panel: mean, minimum, and maximum shock radii vs. tpb for
all simulations. Lower panel: mean shock radii for all simulations and their 1D
equivalents.
(A color version of this figure is available in the online journal.)

in the animated version of Figure 1), causing, for example,
the gain region to swell along the poles and contract in the
equatorial regions (Figure 1; 150 ms panel). This distortion
mode increases τadv/τheat in the expanded regions and decreases
it in the contracted regions creating outflow plumes and inflow
funnels in the former and latter regions, respectively. Thus,
while the shocks of the 1D models slowly contract after
tpb ∼ 100 ms, the average shock radii of the 2D models continue
to slowly increase. The expansion accelerates after tpb ∼ 200 ms
(Figure 2).

Going from B12-WH07 to B25-WH07, Q̇νe
increases ∼2–2.5

fold, Eth increases ∼1.5 fold, and τadv decreases ∼1.5 fold, con-
sequently τadv/τheat ! 1 at about the same tpb for all four mod-
els. On the other hand, the decrease in τadv noticeably delays
the onset of neutrino-driven convection in the more massive
models—from tpb ∼ 60 ms (B12-WH07) to tpb ∼ 100 ms (B25-
WH07). Consequently, it appears that neutrino-driven convec-
tion precedes the SASI in B12-WH07 but follows it in the
B25-WH07, the SASI having time to saturate in the latter
model before the onset of convection (cf. Müller et al. 2012a).
B15-WH07 and B20-WH07 are intermediate cases and prece-
dence of convection or the SASI is not clear.

A Legendre decomposition of the shock deformation (com-
puted per Blondin & Mezzacappa 2006) indicates that the
growth of the SASI is dominated by the l = 2 (quadrupolar)
mode in B12-WH07 and B15-WH07, while the l = 1 (dipolar)
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Figure 3. Upper panel: analytic shock using Equation (1) of Janka (2012; solid
lines, dimensionless) for all simulations; and PNS radii (ρ = 1011 g cm−3

surface; dotted, km), 30 × dM/dt at shock (dash-dotted, M⊙ s−1), PNS mass
(double-dot-dashed, 0.1 M⊙), and ν-sphere temperature (dashed, MeV) for the
extreme cases, B12-WH07 and B25-WH07. Lower panel: luminosity (solid
lines, B s−1) and comoving-frame rms energies (dashed, MeV) for all species
of neutrinos, and mass accretion rate onto the PNS (dot-dashed, M⊙ s−1) for
B12-WH07.
(A color version of this figure is available in the online journal.)

mode is dominant in B20-WH07 and B25-WH07. The subse-
quent rise in the amplitude of shock deformation as the shock
begins to accelerate outward is always dominated by the l = 1
mode. The shock deformation oscillates, with a period increas-
ing with the progenitor mass, from 18 ms for B12-WH07 to
30 ms for B25-WH07, though period variations are seen in
each model.

The neutrino luminosities Lν and rms energies ⟨Eν⟩rms for all
models follow a similar pattern to that of B12-WH07 (Figure 3;
lower panel). Following the νe-break-out burst, the luminosities
of all neutrino species peak between 100 and 200 ms. The νe-,
ν̄e-luminosities, which arise both from the core and from the
energy released by accreting matter, exhibit a more pronounced
peak during the peak of the mass accretion rate than Lνµτ

and
Lν̄µτ

, which arise more exclusively from the core. After 200 ms
there is a rapid falloff in Lνe

and Lν̄e
as the shock begins to

accelerate outward and the mass accretion rate declines. ⟨Eν⟩rms
follows the usual hierarchy, with energy increasing from νe to ν̄e

to νµτ to ν̄µτ , the latter three becoming separated by only a few
MeV after several hundred ms. The split between ⟨Eνµτ

⟩rms and
⟨Eν̄µτ

⟩rms is due to weak magnetism, which increases (decreases)
the opacities of νµτ (ν̄µτ ). Weak magnetism also causes the
ν̄e-luminosity to exceed the νe-luminosity at times after bounce
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• Variety of 2D explosions.

• Quantitative 
disagreement...
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Multi-D Effects

• Lepton-driven PNS 
convection => enhances 
neutrino luminosities

• Entropy-driven gain layer 
convection => increases 
matter dwell times

• Standing Accretion Shock 
Instability => expands gain 
region

6

SUBMITTED TO APJ ON 2013 OCTOBER 21 COUCH & O’CONNOR

Figure 13. Pseudo-color slices of entropy at four postbounce times for s27 fheat 1.05 3D. The colormap and limits are indicated on the left and kept fixed for each
time. Convection is already strong by 100 ms, as is indicated in Figures 11 & 12. As explosion sets in (right two panels), the convection becomes volume-filling
and large, high-entropy bubbles emerge that push the shock outward. The explosion begins in an asymmetrical fashion (right-most panel). The development of
convection in our simulations is very similar to that of Ott et al. (2013).
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Figure 14. Turbulent kinetic energy spectra, as measured by the non-radial
component of the velocity. The top panel shows 2D and 3D spectra for s15
and the bottom panel displays the same for s27. The E

`

are averaged over a
10 km-wide shell, centered on a radius of 125 km, and over 10 ms, centered at
150 ms postbounce. In all cases, 2D simulations result in much greater kinetic
energy density on large scales than 3D. Kinetic energy on large scales has
been suggested to be conducive to explosion (Hanke et al. 2012).

et al. 2013). Turbulent stresses can aid shock expansion in
multidimensional simulations of CCSNe (Murphy et al. 2013).
The presence of strong turbulent motions behind the forward
shock during the explosion phase may even effect collective
neutrino flavor oscillations (Lund & Kneller 2013). Based on
the global CCSN turbulence model developed by Murphy &
Meakin (2011), Murphy et al. (2013) argue that the turbulence
in neutrino-powered CCSNe explosions is primarily the result
of neutrino-driven convection. Here, rather than focus on the

primary driver of turbulence in our simulations, we address the
differences in the development of turbulence between 2D and
3D.

Following a number of previous studies, we examine tur-
bulent motion by decomposing the non-radial component of
the kinetic energy density in terms of spherical harmonics
(e.g., Hanke et al. 2012; Dolence et al. 2013; Couch 2013a;
Fernández et al. 2013). We define coefficients,

✏`m =

I p
⇢(✓, �)vt(✓, �)Y

m
` (✓,�)d⌦, (13)

where the transverse velocity magnitude is vt = [v

2

✓ + v

2

�]

1/2.
The non-radial kinetic energy density as a function of ` is then

E` =

X̀

m=�`

✏

2

`m [erg cm

�3

]. (14)

In Figure 14, we show the E` spectra for s15 (top) and s27
(bottom) in both 2D and 3D. The spectra are computed in a 10
km-wide spherical shell centered on a radius of 125 km and
at a postbounce time of 150 ms. This time and radius were
chosen to coincide with the initial development of strong non-
radial motion yet prior to onset of significant shock expansion
or contraction (see Figs. 10 & 11). Immediately apparent
is that 2D simulations have much greater turbulent kinetic
energy on large scales (small `) than 3D. This is the case
even when comparing the 2D fheat = 0.95 cases with the
3D fheat = 1.05 cases. Similar behavior is found in other
comparisons of turbulence in 2D and 3D (Hanke et al. 2012;
Dolence et al. 2013; Couch 2013a). These studies also found
that non-radial kinetic energy on large scales correlated with
vigor of explosion. Hanke et al. (2012) even suggest that non-
radial kinetic energy on large scales, by significantly increasing
matter dwell times in the gain region, could be key to the
success of the neutrino mechanism. Our results also support
this conclusion; the closer a model is to explosion, the larger
the turbulent kinetic energy on large scales.

It is well-known that turbulence in 2D exhibits very dif-
ferent behavior than in 3D. The most significant difference,
particularly for the present discussion, is the so-called “inverse
energy cascade” in 2D. According to Kolmogorov’s theory of
turbulence, turbulent energy is injected on large scales and sub-
sequently is transfered via the turbulent cascade to small scales
(Kolmogorov 1941). In 2D, turbulent energy is still injected
at the large, driving scale, but from there cascades to large
scales instead. Enstrophy, the integrated squared-vorticity,

17

Heating (gain)

Cooling PNS conv.

SMC & E. O’Connor (2013)
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Era of 3D CCSN Simulations

• Grand challenge for peta-
scale computational 
astrophysics.

• Approximations must be 
made.

• 3D makes an enormous 
impact!

• But 3D is not the “silver 
bullet...”

7

SMC (2013b)
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Early 3D Work
Fryer & Warren (2002,2004); Fryer 2004

L66 THREE-DIMENSIONAL CORE COLLAPSE Vol. 574

Fig. 1.—Isosurface of material with radial velocities of 1000 km s!1 for
models A, B, and C. The isosurface outlines the outward moving convective
bubbles. The open spaces mark the downflows. Note that the upwelling
bubbles are large and have very similar size scales to the two-dimensional
simulations.

burning is approximated by a nuclear statistical equilibrium
scheme (Hix & Thielemann 1996). The neutrino transport is
mediated by the single energy flux limiter developed by Herant
et al. (1994) with appropriate geometrical factors for three-
dimensional models. Details and tests of this code are described
in M. S. Warren, M. A. Alvarez, & C. L. Fryer (2002, in prep-
aration). To facilitate comparison with past two-dimensional sim-
ulations (Fryer 1999), the gravity is calculated assuming a spher-
ically symmetric potential.
Our progenitor is the standard star (s15s7b2) pro-15 M,

duced by Woosley & Weaver (1995). By using the same equa-
tion of state for low densities used by Woosley & Weaver
(1995), we can seamlessly map these one-dimensional progen-
itors into our three-dimensional collapse code. To study the
convection in detail, we have run three core-collapse simula-
tions of this progenitor with a range of resolutions from 300,000
to 3 million particles (see Table 1). We compare these simu-
lations to past two-dimensional simulations that have the same
physics implementations (Fryer 1999) to determine the differ-
ences between two-dimensional and three-dimensional models
of convection and more fully understand the role convection
plays in the supernova mechanism.
Figure 1 shows the results of models A, B, and C 75 ms after

bounce. The isosurface shows material with radial velocities of
1000 km s!1 and outlines the outward moving convective bub-
bles. Between this surface lies the convective downflows. Note
that even in the high-resolution runs, the total number of bubbles
is low, roughly consistent with the number of modes one might
expect from the two-dimensional simulations. A two-dimen-
sional slice of model B (Fig. 2) reveals convective overturns that
are very similar to the two-dimensional simulations (see Fryer
1999).
The three-dimensional simulations produce nearly the same

neutrino fluxes and energies that were found in the two-
dimensional simulations (Fig. 3). Although this is not surprising
because the transport methods were identical (except for geo-
metrical factors), it does show that the small differences in the
convective motions do not seem to dramatically affect the neu-
trino emission.
Given that the three-dimensional simulations appear similar

to the two-dimensional simulations, it is not surprising that
most of the quantitative results between these simulations are
the same. The ultimate explosion energy, explosion times, and
remnant masses are all within 10% of each other. Although on
the surface, the amount of neutron-rich ejecta is similar, the
three-dimensional simulations produce more extremely low
( ) ejecta than the two-dimensional models, and three-Y ! 0.45e
dimensional models, if anything, exacerbate the problem of
ejecting too much neutron-rich material.

3. IMPLICATIONS

Although the structure of the entropy-driven convection in
core-collapse supernovae is definitely three-dimensional, there
is close resemblance between our three-dimensional simula-
tions and past two-dimensional simulations. This suggests that,
for the accuracy currently needed in supernova simulations,
two-dimensional models may be sufficient to determine the
convective enhancement to the neutrino-driven supernova
mechanism. Certainly, the uncertainties in the nuclear equation
of state and in the neutrino cross sections and transport are
much larger than the uncertainties caused by assuming two-
dimensional convection. The fact that the three-dimensional

Isosurfaces of outward
Moving bubbles

Downflow

Upflow
Fryer & Warren 2002

• Smoothed-particle hydro, accurate 
EOS, approximate GR.

• Explosions found, likely due to use 
of grey FLD for neutrinos.

• Important differences from 2D!

Also, recent SNSPH 
work on young 

remnants (Ellinger et 
al. 2013)
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3D Parametric Sims

9

Dolence et al. (2013) Hanke et al. (2012)

Dimensionality and the Hydrodynamics of CCSNe 13

Figure 20. Sequence of volume renderings of the specific entropy for the 3D Lνe = 2.2× 1052 erg s−1 model. As seen at the bottom left
of each image, a high entropy plume forms around ∼250–300ms and persists for hundreds of milliseconds, eventually pushing the shock
out far enough to seemingly trigger the global explosion. A similar structure appears around ∼450ms at the top right of each image, which
leads to similar local shock expansion thereafter.

region) and α ≈ 0.25. We note that α ≈ 0.25 gives an
”effective drag coefficient” Cd ≈ 12.5, which seems quite
large, but it is nontrivial to estimate reliably what value
Cd should take in this context, especially considering the
crude dimensional analysis on which the equations are
based. Given the simplicity of the model, the agreement
between the hydrodynamical simulation results and the
model predictions is quite surprising and encouraging.
Second, there is a critical luminosity for a given mass

accretion rate and shock radius above which a bubble
will runaway. If the stalled shock radius scales as Lβ ,
then the critical luminosity for runaway bubble growth
is proportional to Ṁ1/1+β . Empirically, β ∼ 3 and if we

adopt the parameters used above we find

Lcrit ≈2.2

(

M

1.6M⊙

)1/4
(

Ṁ

0.25M⊙ s−1

)1/4

×
( τ

0.04

)−1/4
× 1052 erg s−1,

(12)

which seems consistent with the critical explosion curves
from parametrized multi-D models shown in other works
(Murphy & Burrows 2008; Nordhaus et al. 2010; Hanke
et al. 2012; Couch 2012). Inasmuch as runway bubble
growth is associated with explosions, this may be viewed
as an alternative, albeit crude, derivation of the criti-
cal luminosity curve of Burrows & Goshy (1993). This
may suggest that the reduction in the critical luminosity
in going from 1D to 2D and 3D models might arise, in
part, from the emergence of bubbles and their runaway
growth. The crudeness of the model precludes us from

The Astrophysical Journal, 755:138 (23pp), 2012 August 20 Hanke et al.

Figure 10. Upper row: quasi-3D visualization of the 11.2 M⊙ simulations in two dimensions (upper left panel) and three dimensions (upper right panel) with an
electron–neutrino luminosity of Lνe = 1.0 × 1052 erg s−1 and an angular resolution of 2◦, comparing the structure at 700 ms p.b., roughly 150 ms after the onset of
the explosions. Since the explosion started slightly earlier in the 2D model (see the upper panel of Figure 7 and Table 2) the shock is more extended in the left image.
While in this case the shock possesses a much stronger dipolar deformation component than in three dimensions (cf. Figure 9, lower right panel), the distribution of
accretion funnels and plumes of neutrino-heated matter exhibits a hemispheric asymmetry in both cases. Because of the axisymmetry of the 2D geometry this concerns
the hemispheres above and below the x–y-plane in the upper left plot, whereas the virtual equator lies in the plane connecting the upper left and lower right corners of
the top right image and the lower left and upper right corners of the bottom right picture. Note that the jet-like axis feature in the upper left figure is a consequence
of the symmetry constraints of the 2D setup, which redirect flows moving toward the polar grid axis. Such artifacts do not occur in the 3D simulation despite the use
of a polar coordinate grid there, too. Lower row: ray-tracing and volume-rendering images of the three-dimensional explosion of the 11.2 M⊙ progenitor for the same
simulation and time displayed in the upper right image. The left lower panel visualizes the outer boundaries of the buoyant bubbles of neutrino-heated gas and the
outward-driven shock, which can be recognized as a nearly transparent, enveloping surface. The visualization uses the fact that both are entropy discontinuities in the
flow. The infalling matter in the preshock region appears as diffuse, nebular cloud. The right lower panel displays the interior structure by the entropy per nucleon of
the plasma (red, yellow, green, light blue, dark blue correspond to decreasing values) within the volume formed by the high-entropy bubbles, whose surface is cut
open by removing a wide cone facing the observer. Note the clear dipolar anisotropy with stronger explosion toward the northwest direction and more accretion at the
southeast side of the structure.

corresponding 2D simulation, despite both having the same zone
sizes in the angular directions.

The data listed in Table 2 contain the clear message that
2D models with better angular resolution usually develop

explosions earlier in contrast to 3D runs, which explode later
or not at all when the angular zoning is finer. There can be
2D exceptions to the general trend (e.g., the 15 M⊙ cases with
Lνe

= 2.1 × 1052 erg s−1 and 0.◦5 and 1◦ resolution for 400

12

Princeton Garching
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3D Parametric Sims

10

The Astrophysical Journal, 755:138 (23pp), 2012 August 20 Hanke et al.
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Figure 3. Time evolution of the average shock radius as function of the post-
bounce time tpb for simulations in one (thin dashed lines), two (thin solid lines),
and three dimensions (thick lines). The shock position is defined as the surface
average over all angular directions. The top panel shows results for the 11.2 M⊙
progenitor and the bottom panel for the 15 M⊙ progenitor, all obtained with
our standard resolution. Different electron–neutrino luminosities (labeled in the
plots in units of 1052 erg s−1) are displayed by different colors.

layer. This local density maximum has a strong influence on
the integrated energy loss by neutrino emission. With better
zoning the peak becomes better resolved and even grows in size.
Convergence of 1D results seems to be achieved for !600 radial
zones, but in two dimensions and three dimensions the artificial
density peak prevents numerical convergence for all employed
radial zonings (cf. Section 5). Figure 2 also displays some
data points for multi-dimensional models with better angular
resolution (all of them, however, computed with 400 radial mesh
points). These will be discussed in Section 5.

A more detailed analysis, which we will report on below and
in the Appendix, reveals that the exact values of the critical
luminosities as well as the detailed slope of the critical curves
seem to depend strongly on the employed description of neutrino
effects, whose implementation is subject to a significant degree
of arbitrariness if detailed neutrino transport is not included in
the modeling (cf. the discussion in Section 2). The fact that
Murphy & Burrows (2008) found fairly good overall agreement
between their critical relations Lν(Ṁ) and those obtained by
Burrows & Goshy (1993) is likely to be linked to a basically
similar treatment of the neutrino effects.

Before ∼0.2 s after bounce the mass accretion rate in the case
of the 15 M⊙ progenitor changes much more rapidly than during
the subsequent evolution (Figure 1). For the corresponding
Ṁ values in excess of ∼0.31 M⊙ s−1, the accretion shock is
therefore not as close to steady-state conditions as later on. We

see a steep rise of our critical curves at Ṁ " 0.31 M⊙ s−1 (texp #
0.25 s), which is a very prominent difference compared to the
results of Burrows & Goshy (1993), who assumed steady-state
accretion, but in particular also compared to the hydrodynamic
results of Murphy & Burrows (2008) and Nordhaus et al. (2010)
even in the 1D case. In order to explore possible reasons for this
difference, we performed 1D simulations in which the neutrino
treatment is copied from Nordhaus et al. (2010) as closely as
possible (i.e., the reduction factor of 2.7 in the exponent of e−τeff

is not applied and deleptonization is taken into account by using
a Ye(ρ) relation, but not the corresponding entropy changes
proposed by Liebendörfer 2005; for more details on these
results, see the Appendix). These runs reveal that the steep rise of
our Lν(Ṁ) curves is caused by a strong increase of the neutrino-
cooling rate with higher values of Ṁ , in particular when we
apply our neutrino treatment. The corresponding energy losses
inhibit explosions for low values of the driving luminosity. The
stronger cooling is linked mainly to our reduction of the effective
optical depth τeff , which we had to apply in order to reconcile
the mass accretion rates and explosion times with the lowest
driving luminosities for which Murphy & Burrows (2008) had
obtained explosions for the 11.2 and 15 M⊙ stars (cf. Section 2).
For example, in the case of the 15 M⊙ progenitor a driving
luminosity of Lνe

= 3.1 × 1052 erg s−1 triggers an explosion
at texp ≈ 250 ms per baryon (p.b.) and Ṁexp ≈ 0.32 M⊙ s−1

(Table 1 and Figure 2), whereas with an implementation of
neutrino effects closer to that of Nordhaus et al. (2010) the
explosion sets in at texp ≈ 120 ms p.b. and Ṁexp ≈ 0.8 M⊙ s−1

(see Figure 19 in the Appendix). Shortly before this moment (at
75 ms after bounce) the total energy loss by neutrino cooling is
about 10 times lower with the scheme of Nordhaus et al. (2010)
than with our neutrino implementation. The latter yields an
integrated energy-loss rate of ∼9 × 1052 erg s−1 and significant
cooling even at densities between 1012 and 1013 g cm−3, where
the Nordhaus et al. (2010) treatment shows essentially no
cooling. Neither the magnitude of the total neutrino-energy
loss rate nor the region of energy extraction with our modeling
approach are implausible and in disagreement with detailed
transport simulations during a stage when the mass accretion
rate still exceeds 1 M⊙ s−1 (cf., e.g., Figure 20 in Buras et al.
2006b). In contrast, the Nordhaus et al. (2010) treatment appears
to massively underestimate the neutrino-energy extraction from
the accretion flow during this time.

These findings demonstrate that the results of the critical
Lνe

(Ṁ) relation in one dimension can be quantitatively as well
as qualitatively different with different approximations of neu-
trino heating and in particular of neutrino cooling. Moreover,
this gives reason for concern that the differences of the critical
explosion conditions for 2D and 3D simulations seen by Nord-
haus et al. (2010) might have been connected to their treatment
of the neutrino physics, in particular also because the decrease
of the critical luminosity from 2D to 3D they found was only
15%–25%, which is a relatively modest change (much smaller
than the 1D–2D difference) and thus could easily be overruled by
other effects. Our results for 2D and 3D simulations with a dif-
ferent implementation of neutrino sources confirm this concern.

In the Nordhaus et al. (2010) paper the average entropy of
the matter in the gain region, ⟨s(t)⟩, was considered to be a suit-
able diagnostic quantity that reflects the crucial differences of
1D, 2D, and 3D simulations concerning their relevance for the
supernova dynamics. While in the spherically symmetric case
accreted matter moves through the gain region on the short-
est, radial paths, non-radial motions can increase the time that
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Dolence et al. (2013)
(also Nordhaus et al. 2010) Hanke et al. (2012)
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Figure 4. Constant entropy contours for a value of 14 kB baryon−1 for models
with Lνe,52 = 1.7 at the respective times of explosion (see Table 1). The left
panel shows the 3D data and the right shows the 2D data revolved about the
symmetry axis. As discussed in the text, 2D simulations show buoyant plumes
that have much smaller surface-area-to-volume ratios than for 3D.
(A color version of this figure is available in the online journal.)

In two dimensions, the typical plume size is larger than in
three dimensions for multiple reasons. First, the axial symmetry
intrinsic to 2D cylindrical coordinates means that off-axis
plumes are really rings. In three dimensions, such plume rings
are unstable and will break up into many smaller plumes. In
Figure 4, we demonstrate this difference in plume scale with

constant entropy contours in three dimensions (left) and two
dimensions revolved around the symmetry axis (right). In two
dimensions the forced symmetry results in very large “3D”
plumes whereas in three dimensions no such large-scale plumes
can exist. These contours are plotted at the respective explosion
times in correspondence with the right panel of Figure 5. Second,
the symmetry axis in two dimensions encourages the growth of
large plumes along it, due to either the action of low-order modes
of the SASI or that of buoyant convection. In Section 4.2, we
show that the amplitudes of low-order spherical harmonic modes
of the shock deformation are reduced in the 3D as compared to
the 2D case. Third, the “inverse” turbulent energy cascade in two
dimensions (Kraichnan 1967) will pump energy to larger scales
whereas in three dimensions the “forward” energy cascade will
send energy to smaller scales (see Section 4.4).

In Figure 5, we compare entropy slices between 3D and 2D
simulations with Lνe,52 = 1.7. The left half of Figure 5 is
at a time of 100 ms post-bounce and the right half is at the
time of explosion, 821 ms for three dimensions and 388 ms for
two dimensions. At 100 ms, the 3D simulation shows a shock
that is still nearly spherical and developing convection behind
it. The largest convective plumes are just reaching the shock
perturbing its spherical structure and stochastically pushing it
out in radius. The 2D simulation is similar, but the develop-
ing convection in the gain region is visibly more coherent and
vortex-like. Again, in two dimensions these vortical convective
cells truly represent 3D rings. Also in two dimensions, the in-
fluence of the symmetry axis is already apparent as the shock
is becoming elongated along it, particularly along the southern
axis. At the time of explosion, the 2D and 3D structures have di-
verged significantly. The 2D explosion shows the characteristic

Figure 5. Entropy pseudo color plots for 3D and 2D simulations with Lνe,52 = 1.7 at 100 ms post-bounce (left) and time of explosion (right). For 3D, three orthogonal
slice planes are shown. By 100 ms the shock structure in 3D is still very spherical and high-entropy buoyant plumes are just starting to reach the shock. In 2D at
100 ms, elongation along the symmetry axis is already evident, particularly in the southern hemisphere, and the convective structures are larger and more coherent.
At explosion time, 388 ms and 821 ms in 2D and 3D, respectively, the character of the shock and the buoyant convection behind it is completely divergent between
2D and 3D. The 2D explosion is characteristically dipolar and dominated by a few, large buoyant plumes (or arguably ℓ = 1 SASI). In 3D, the shock does not show
a dominant low-order shape and the convective plumes show much more small scale structure. There are also a greater number of low-entropy downflows in 3D.
These fundamental differences between 2D and 3D result in convective plumes that have much greater surface-area-to-volume ratios in 3D. This results in a greater
drag-to-buoyant force ratio which, for buoyancy-dominated shock expansion, leads to slower shock expansion in 3D.
(A color version of this figure is available in the online journal.)
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Results with 𝞶-Lightbulb

• Nordhaus et al. (2010) and Dolence et al. 
(2013) find easier explosion in 3D vs. 2D.

• Result not confirmed by Hanke et al. 
(2012) who find strong resolution-
dependence.

• I find explosion is harder in 3D compared 
with 2D.

12

SMC 2013, ApJ, 775, 35
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Neutrino Leakage

• Not transport, but approximates the 
results of transport much better than 
lightbulb.

• Cooling, number emission/absorption 
due to electron neutrinos /antineutrinos, 
and heavy-lepton neutrinos.

• Heating due to electron neutrino/
antineutrinos.

13

SMC & E. O’Connor, arXiv:1310.5728, 
SMC & C. Ott, ApJL, 778, L7
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3D FLASH Leakage Sims

• 3D Cartesian with AMR in FLASH.

• 0.49 km resolution up to r ~ 100 km.

• Beyond 100 km, “angular” resolution of 0.43 
degrees.

• 37x75x1000, θ-ɸ-r resolution for leakage rays.

• Multipole gravity of SMC, Graziani, & Flocke 
(2013, ApJ, 778, 181).

• Lattimer & Swesty EOS (K=220 MeV).

14

SMC & E. O’Connor, arXiv:1310.5728, 
SMC & C. Ott, ApJL, 778, L7
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Multi-D Results for s27
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• 2D explodes for lower heat 
factor, and more vigorously 
for same heat factor, than 
3D.

• Compare to Hanke et al. 
(2013).

• Much greater shock 
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2D v. 3D

17
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Turbulent Energy Spectra

18

SUBMITTED TO APJ ON 2013 OCTOBER 21 COUCH & O’CONNOR

Figure 13. Pseudo-color slices of entropy at four postbounce times for s27 fheat 1.05 3D. The colormap and limits are indicated on the left and kept fixed for each
time. Convection is already strong by 100 ms, as is indicated in Figures 11 & 12. As explosion sets in (right two panels), the convection becomes volume-filling
and large, high-entropy bubbles emerge that push the shock outward. The explosion begins in an asymmetrical fashion (right-most panel). The development of
convection in our simulations is very similar to that of Ott et al. (2013).
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Figure 14. Turbulent kinetic energy spectra, as measured by the non-radial
component of the velocity. The top panel shows 2D and 3D spectra for s15
and the bottom panel displays the same for s27. The E

`

are averaged over a
10 km-wide shell, centered on a radius of 125 km, and over 10 ms, centered at
150 ms postbounce. In all cases, 2D simulations result in much greater kinetic
energy density on large scales than 3D. Kinetic energy on large scales has
been suggested to be conducive to explosion (Hanke et al. 2012).

et al. 2013). Turbulent stresses can aid shock expansion in
multidimensional simulations of CCSNe (Murphy et al. 2013).
The presence of strong turbulent motions behind the forward
shock during the explosion phase may even effect collective
neutrino flavor oscillations (Lund & Kneller 2013). Based on
the global CCSN turbulence model developed by Murphy &
Meakin (2011), Murphy et al. (2013) argue that the turbulence
in neutrino-powered CCSNe explosions is primarily the result
of neutrino-driven convection. Here, rather than focus on the

primary driver of turbulence in our simulations, we address the
differences in the development of turbulence between 2D and
3D.

Following a number of previous studies, we examine tur-
bulent motion by decomposing the non-radial component of
the kinetic energy density in terms of spherical harmonics
(e.g., Hanke et al. 2012; Dolence et al. 2013; Couch 2013a;
Fernández et al. 2013). We define coefficients,

✏`m =

I p
⇢(✓, �)vt(✓, �)Y

m
` (✓,�)d⌦, (13)

where the transverse velocity magnitude is vt = [v

2

✓ + v

2

�]

1/2.
The non-radial kinetic energy density as a function of ` is then

E` =

X̀

m=�`

✏

2

`m [erg cm

�3

]. (14)

In Figure 14, we show the E` spectra for s15 (top) and s27
(bottom) in both 2D and 3D. The spectra are computed in a 10
km-wide spherical shell centered on a radius of 125 km and
at a postbounce time of 150 ms. This time and radius were
chosen to coincide with the initial development of strong non-
radial motion yet prior to onset of significant shock expansion
or contraction (see Figs. 10 & 11). Immediately apparent
is that 2D simulations have much greater turbulent kinetic
energy on large scales (small `) than 3D. This is the case
even when comparing the 2D fheat = 0.95 cases with the
3D fheat = 1.05 cases. Similar behavior is found in other
comparisons of turbulence in 2D and 3D (Hanke et al. 2012;
Dolence et al. 2013; Couch 2013a). These studies also found
that non-radial kinetic energy on large scales correlated with
vigor of explosion. Hanke et al. (2012) even suggest that non-
radial kinetic energy on large scales, by significantly increasing
matter dwell times in the gain region, could be key to the
success of the neutrino mechanism. Our results also support
this conclusion; the closer a model is to explosion, the larger
the turbulent kinetic energy on large scales.

It is well-known that turbulence in 2D exhibits very dif-
ferent behavior than in 3D. The most significant difference,
particularly for the present discussion, is the so-called “inverse
energy cascade” in 2D. According to Kolmogorov’s theory of
turbulence, turbulent energy is injected on large scales and sub-
sequently is transfered via the turbulent cascade to small scales
(Kolmogorov 1941). In 2D, turbulent energy is still injected
at the large, driving scale, but from there cascades to large
scales instead. Enstrophy, the integrated squared-vorticity,

17
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Turbulent Energy Spectra
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• Early gain-
region turb. E

• Much more E in 
2D at large 
scales!

• Inverse cascade 
causes crucial 
differences.
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Figure 13. Pseudo-color slices of entropy at four postbounce times for s27 fheat 1.05 3D. The colormap and limits are indicated on the left and kept fixed for each
time. Convection is already strong by 100 ms, as is indicated in Figures 11 & 12. As explosion sets in (right two panels), the convection becomes volume-filling
and large, high-entropy bubbles emerge that push the shock outward. The explosion begins in an asymmetrical fashion (right-most panel). The development of
convection in our simulations is very similar to that of Ott et al. (2013).
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and the bottom panel displays the same for s27. The E
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are averaged over a
10 km-wide shell, centered on a radius of 125 km, and over 10 ms, centered at
150 ms postbounce. In all cases, 2D simulations result in much greater kinetic
energy density on large scales than 3D. Kinetic energy on large scales has
been suggested to be conducive to explosion (Hanke et al. 2012).

et al. 2013). Turbulent stresses can aid shock expansion in
multidimensional simulations of CCSNe (Murphy et al. 2013).
The presence of strong turbulent motions behind the forward
shock during the explosion phase may even effect collective
neutrino flavor oscillations (Lund & Kneller 2013). Based on
the global CCSN turbulence model developed by Murphy &
Meakin (2011), Murphy et al. (2013) argue that the turbulence
in neutrino-powered CCSNe explosions is primarily the result
of neutrino-driven convection. Here, rather than focus on the

primary driver of turbulence in our simulations, we address the
differences in the development of turbulence between 2D and
3D.

Following a number of previous studies, we examine tur-
bulent motion by decomposing the non-radial component of
the kinetic energy density in terms of spherical harmonics
(e.g., Hanke et al. 2012; Dolence et al. 2013; Couch 2013a;
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In Figure 14, we show the E` spectra for s15 (top) and s27
(bottom) in both 2D and 3D. The spectra are computed in a 10
km-wide spherical shell centered on a radius of 125 km and
at a postbounce time of 150 ms. This time and radius were
chosen to coincide with the initial development of strong non-
radial motion yet prior to onset of significant shock expansion
or contraction (see Figs. 10 & 11). Immediately apparent
is that 2D simulations have much greater turbulent kinetic
energy on large scales (small `) than 3D. This is the case
even when comparing the 2D fheat = 0.95 cases with the
3D fheat = 1.05 cases. Similar behavior is found in other
comparisons of turbulence in 2D and 3D (Hanke et al. 2012;
Dolence et al. 2013; Couch 2013a). These studies also found
that non-radial kinetic energy on large scales correlated with
vigor of explosion. Hanke et al. (2012) even suggest that non-
radial kinetic energy on large scales, by significantly increasing
matter dwell times in the gain region, could be key to the
success of the neutrino mechanism. Our results also support
this conclusion; the closer a model is to explosion, the larger
the turbulent kinetic energy on large scales.

It is well-known that turbulence in 2D exhibits very dif-
ferent behavior than in 3D. The most significant difference,
particularly for the present discussion, is the so-called “inverse
energy cascade” in 2D. According to Kolmogorov’s theory of
turbulence, turbulent energy is injected on large scales and sub-
sequently is transfered via the turbulent cascade to small scales
(Kolmogorov 1941). In 2D, turbulent energy is still injected
at the large, driving scale, but from there cascades to large
scales instead. Enstrophy, the integrated squared-vorticity,
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2D v. 3D

• 2D explodes more easily and vigorously than 3D 
(see also Couch 2013, Hanke et al. 2013, 
Takiwaki et al. 2013).

• 2D symmetry axis encourages artificial growth of 
both SASI and convection.

• Inverse cascade pumps turbulent energy to 
large scales in 2D.

• 2D buoyant plumes remain larger (ring-like).

19
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3D with Full Nu Transport

20

Hanke et al. (2013, ApJ, 770, 66)

SASI in 3D Supernova Models with Neutrino Transport 5
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Figure 2. Comparison of SASI activity and shock evolution in the 2D and 3D simulations of the 27M⊙ model. Panel a: average shock
radius (⟨rsh⟩ = a0) and mass accretion rate of the collapsing stellar core at 400 km; panel b: components of the SASI ℓ = 1 amplitude
vector; panel c: rms shock deformation σ; panel d: kinetic energy of non-radial mass motions in the gain layer.

0 5 10 15 20 25
multipole number l

0

5e+26

1e+27

1.5e+27

2e+27

po
w

er
 (a

rb
itr

ar
y 

un
its

)

Figure 3. Power spectra of vϕ of the 27M⊙ 3D model sam-
pled between r = 63 km and 80 km at post-bounce times of 222ms
(black) and 259ms (red). At 222ms, the strong SASI produces
a distinctive peak at l = 1, which is absent during the later,
convection-dominated phase.

fore the average shock radius reaches its maximum ex-
tension at ∼ 250ms and the SASI sloshing dies off at
t ! 260ms. The presence of large-amplitude spiral mo-
tions is reflected by considerable variations of the mean
shock radius between 230ms and 260ms. These disap-
pear when the SASI activity ceases at t ∼ 260ms (Fig-

ure 2, upper left panel). Later on, until the end of our
3D simulation, aspherical mass motions in the postshock
layer are dominated again by the buoyant plumes typi-
cal of neutrino-driven convection (Figure 1, lower right
panel).
This verbal description of the dynamical evolution

of the postshock accretion layer is supported by a de-
tailed analysis based on several time-dependent parame-
ters that quantify the characteristic features of SASI ac-
tivity. To this end we perform a time-dependent decom-
position of the angle-dependent shock position rsh(θ,ϕ)
into spherical harmonics Y m

ℓ :

amℓ =
(−1)|m|

√

4π (2ℓ+ 1)

∫

Ω
rsh(θ,ϕ)Y

m
ℓ (θ,ϕ)dΩ . (1)

Here the Y m
ℓ are real spherical harmonics with the

same normalization as used by Burrows et al. (2012) and
Ott et al. (2012). With this choice of basis functions, the
coefficients with ℓ = 1 give the angle-averaged Cartesian
coordinates of the shock surface,

a−1
1 = ⟨ysh⟩ =: ay, a01 = ⟨zsh⟩ =: az, a11 = ⟨xsh⟩ =: ax,

(2)
and a00 is just the average shock-radius ⟨rsh⟩.
The time evolution of the coefficients ax, ay (3D), and

az (3D and 2D) is shown in panel b of Figure 2. Both
in 2D and in 3D, the shock surface clearly oscillates in
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Figure 2. Comparison of SASI activity and shock evolution in the 2D and 3D simulations of the 27M⊙ model. Panel a: average shock
radius (⟨rsh⟩ = a0) and mass accretion rate of the collapsing stellar core at 400 km; panel b: components of the SASI ℓ = 1 amplitude
vector; panel c: rms shock deformation σ; panel d: kinetic energy of non-radial mass motions in the gain layer.

0 5 10 15 20 25
multipole number l

0

5e+26

1e+27

1.5e+27

2e+27

po
w

er
 (a

rb
itr

ar
y 

un
its

)

Figure 3. Power spectra of vϕ of the 27M⊙ 3D model sam-
pled between r = 63 km and 80 km at post-bounce times of 222ms
(black) and 259ms (red). At 222ms, the strong SASI produces
a distinctive peak at l = 1, which is absent during the later,
convection-dominated phase.

fore the average shock radius reaches its maximum ex-
tension at ∼ 250ms and the SASI sloshing dies off at
t ! 260ms. The presence of large-amplitude spiral mo-
tions is reflected by considerable variations of the mean
shock radius between 230ms and 260ms. These disap-
pear when the SASI activity ceases at t ∼ 260ms (Fig-

ure 2, upper left panel). Later on, until the end of our
3D simulation, aspherical mass motions in the postshock
layer are dominated again by the buoyant plumes typi-
cal of neutrino-driven convection (Figure 1, lower right
panel).
This verbal description of the dynamical evolution

of the postshock accretion layer is supported by a de-
tailed analysis based on several time-dependent parame-
ters that quantify the characteristic features of SASI ac-
tivity. To this end we perform a time-dependent decom-
position of the angle-dependent shock position rsh(θ,ϕ)
into spherical harmonics Y m

ℓ :

amℓ =
(−1)|m|

√

4π (2ℓ+ 1)

∫

Ω
rsh(θ,ϕ)Y

m
ℓ (θ,ϕ)dΩ . (1)

Here the Y m
ℓ are real spherical harmonics with the

same normalization as used by Burrows et al. (2012) and
Ott et al. (2012). With this choice of basis functions, the
coefficients with ℓ = 1 give the angle-averaged Cartesian
coordinates of the shock surface,

a−1
1 = ⟨ysh⟩ =: ay, a01 = ⟨zsh⟩ =: az, a11 = ⟨xsh⟩ =: ax,

(2)
and a00 is just the average shock-radius ⟨rsh⟩.
The time evolution of the coefficients ax, ay (3D), and

az (3D and 2D) is shown in panel b of Figure 2. Both
in 2D and in 3D, the shock surface clearly oscillates in

• 3D does not blow up 
but 2D does!!

• But...Low-resolution 
could impact results.

4 Hanke et al.

Figure 1. Snapshots of phases with convective and SASI activity in the evolution of the 27M⊙ model at 154ms, 223ms, 240ms (upper
panels, from left to right), 245ms, 249ms, and 278ms (lower panels, from left to right). The volume rendering visualizes surfaces of
constant entropy: The outer, bluish, semi-transparent surface is the supernova shock, the red surfaces are entropy structures in the
postshock region. The upper left panel displays mushroom-like plumes of expanding, high-entropy matter that are typical of neutrino-
driven buoyancy. The upper middle and right plots and the lower left and middle panels show distinctly different entropy structures
of dipolar (and quadrupolar) asymmetry, which engulf the still visible buoyant plumes with their higher-order spherical harmonics mode
pattern. The entropy asymmetries of ℓ = 1, 2 character are caused by global shock sloshing motions, which create hemispheric high-entropy
shells in phases of shock expansion. At 223ms and 240ms the shock has pushed towards the lower right corner of the panels whereas
at 245ms and 249ms it is in a phase of violent expansion motion towards the upper left corner of the plots. All stages exhibit a strong
deformation of the shock. At 278ms the vivid SASI phase is over, the shock is more spherical again, and the postshock entropy structures
correspond to neutrino-driven plumes.

a certain threshold amplitude (Burrows et al. 2012). Pe-
riodic SASI oscillations and large-scale shock deforma-
tions caused by convection can therefore hardly be mis-
taken for each other in 3D.
Images of the entropy distribution in the postshock

layer (Figure 1) and in particular the corresponding
movie of our 3D simulation of the 27M⊙ progenitor
indeed provide a clear hint that both distinctly differ-
ent instabilities are at work in the shocked accretion
flow around the nascent neutron star. The instabili-
ties develop nearly at the same time and are present si-
multaneously for an extended period of the simulated
postbounce evolution. The first small mushroom-like
Rayleigh-Taylor fingers of neutrino-driven convection be-
come visible around 80–100ms after bounce to subse-
quently grow stronger and larger in angular size over a
timescale of some ten milliseconds. At about 125ms p.b.
the rising plumes begin to cause shock deformation and
a modest amount of global asphericity of the accretion
layer. Until ∼155ms the activity in the postshock layer
is clearly dominated by neutrino-driven buoyancy (Fig-
ure 1, upper left panel), but at t ! 155ms, during a phase

of accelerated shock recession, coherent entropy struc-
tures show up first. The corresponding low-mode spher-
ical harmonics pattern clearly differs from the buoyant
mushrooms on smaller angular scales. This phenomenon
is associated with shock oscillations, which quickly am-
plify to bipolar shock sloshing motions and create charac-
teristic, hemispheric high-entropy shells during phases of
fast shock expansion. These half-shells of shock-heated
matter engulf the buoyant bubbles of neutrino-driven
convection in deeper regions (Figure 1, upper middle and
right and lower left and middle panels). While the slosh-
ing axis initially wanders, it becomes more stable as the
SASI sloshing of the shock further grows in amplitude
and violence between ∼195ms and ∼240ms. As a con-
sequence, an expansion of the average shock radius is
driven even before the Si/SiO composition-shell interface
arrives at the shock and the mass accretion rate starts to
drop steeply at t ∼ 220ms (Figure 2, upper left panel).
The decrease of the accretion rate supports the shock
expansion, in course of which the bipolar, quasi-periodic
shock pulsations gain even more power. At t ∼ 225ms
a spiral mode seems to set in for several revolutions be-
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3D with Full Nu 
Transport
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Hanke et al. (in prep.)
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No 3D explosions!
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3D with Full Nu Transport
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Lentz et al. (in prep.)
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Neutrinos in Trouble?
• Lack of 3D explosions is telling us we are 

missing physics, or getting the physics wrong...

• Possibilities:

• Progenitor structure

• MHD/rotation (e.g., Dessart et al. 2008)

• Neutrino effects (i.e., flavor swap, x-sections)

• Equation of state

• But... neutrino effects may not be likely...

23
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Massive Stellar Evolution:
A Solved Problem

24
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Massive Stellar Evolution:
A Solved Problem
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Real Stars Are Not Spherical
• Essentially spherical IC’s assumed in sims.

• Late convective burning is violent and strong.

• Large perturbations exist upon collapse.

• What effect will this have on the mechanism?

25
Arnett & Meakin (2011, ApJ, 733, 78)

The Astrophysical Journal, 733:78 (11pp), 2011 June 1 Arnett & Meakin

Figure 4. Structure of C, Ne, O, and Si shells surrounding the Fe-core of a pre-collapse progenitor of 23 M⊙ star. Snapshots at times tf = 115, 247, and 307 s (top to
bottom) after our fiducial model (see the text). The format is the same as in Figure 3. The eruption has become strongly nonlinear, as the bottom panels show.

Distortions in the O burning shell are obvious. The EOS in
this region is affected strongly by the thermal production of an
equilibrium abundance of electron–positron pairs, so that the
effective adiabatic exponent drops below6 Γ1 ∼ 4/3. Similarly,
Γ4 ≡ 1 + E/PV ∼ 4/3; this means that the local contribution
to the gravitational binding energy, which is proportional to
Γ4 − 4/3, is small. This is a common property of oxygen
burning in stars (Arnett 1969, 1996). The restoring force for
stable stratification is weak, allowing large amplitude distortions
with little energy cost.

The decrease in Γ1 and Γ4 is due to the need to provide
the rest mass for newly formed electron–positron pairs. At
low temperature, kT ≪ 2 mec

2, the number density of pairs
relative to the charge density of ions decreases exponentially
with decreasing temperature, and is negligible. As temperature
approaches T ∼ 2 × 109 K, the effect on the EOS becomes
largest. At higher temperatures, the increase in mass of pairs
is less relative to the thermal energy kT , so that these gammas
approach that of an extreme relativistic gas, Γ1 = Γ4 = 4/3.
Oxygen burning (O16 fusion) in stars occurs at T ∼ 2 × 109 K,
so that this burning stage is most influenced by the effects of
electron–positron pair production on the EOS.

Consider first the left column in Figure 3. The top panel
(t = 0) is relatively symmetric, but as time passes the middle
and lower panel show increasing distortion, especially visible at
the interface between the outer, light blue layer and the middle,

6 See Table 5 in Arnett et al. (2009), and recall that
∇ad = (Γ2 − 1)/Γ2 ≈ 1/4 across the whole O burning convective zone.

medium blue layer. The streams of light blue inside the medium
blue represent entrainment of matter with little Si, that is, C
and Ne fuel. This corresponds to the flame structures seen
on the right side of the left column, which are due to C and
Ne burning (note similarity in shapes on left and right sides in
the left column). Similar entrainment is occurring at the top of
the Si burning convective region; the outer edge of the light blue
inner ring is rippled due to bursts of burning. The amplitude of
these variations is smaller due to the stiffer EOS here.

The right side of the right column shows the turbulent
convective speed. The large structures are the oxygen burning
convective zone. A smaller convection zone may be seen
surrounding the Fe core, due to the Si burning shell. The C–Ne
layer, lying outside the oxygen burning shell, illustrated the
effect of a low-order mode. In the top and bottom panels there
is little motion, while in the middle panel the amplitude of the
motion is near maximum. The lighter red areas at about 30◦ and
70◦ from vertical correspond to nodes in the modal velocity.
Because of symmetry about the equator (horizontal), we have
four nodes in 180◦, or an ℓ = 4 mode being dominant. Odd
values of ℓ are suppressed by the domain size and symmetry
imposed by our boundary condition, so this is the lowest order
possible in this simulation; it has a period of about 60 s, but
is mixed with other weaker modes. A movie of the simulation
shows a dramatic change as this mode turns the speed on and
off as we move from top to middle to bottom.

Figure 4 shows the same variables at t = 115, 247, and 307 s,
after several, increasingly vigorous “sloshes.” The distortion

7
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Progenitor Asphericity 

26

SMC & C. Ott (2013, ApJL, 778, L7)

• Perturb tangential 
velocities in Si/O shell.

• Simple convolution of 
sinusoids.

• Peak amplitudes 
chosen from Arnett & 
Meakin (2011).

• Added Ek < 10-4 of Ei!
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Triggered Explosion

28

SUBMITTED TO APJ LETTERS ON 2013 SEPTEMBER 10 COUCH & OTT

Figure 2. Volume renderings of entropy for models n0m0 f
heat

1.02 (left
column) and n5m2 f

heat

1.02 (right column) at three different postbounce
times, from top to bottom: 100 ms, 200 ms, and 300 ms. The spatial scale is
noted at the bottom of each pane and increases with time. The PNS is visible
in the center of the renderings, marked by a magenta constant-density contour
with value 1012 g cm�3.

bottom-right panel of Fig. 2. The failed explosions show
comparatively small values of �̃, implying relative spheric-
ity of the shock surface, until strong SASI oscillations set in
after the shock has receded. The effect of the SASI on the
shock asymmetry is especially apparent in n0m0 f

heat

1.00
(cf. Couch & O’Connor 2013 for a discussion of SASI in this
model).

The presence of pre-shock perturbations has substantial im-
pact on the neutrino heating efficiency, ⌘ = Q

net

(L⌫e +

L⌫̄e)
�1. As shown in the third panel of Fig. 3, for n5m2

f

heat

1.00, the heating efficiency history is very similar to that
of n0m0 f

heat

1.02. This implies that the perturbations drive
nonradial motion that increases the dwell time of material in
the gain region, significantly enhancing the fraction of neu-
trino luminosity absorbed. For n5m2 f

heat

1.02, the combi-
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Figure 3. Time evolution of the global explosion diagnostics for our simu-
lations. Four 3D simulations are shown: unperturbed models with f

heat

1.00
(black lines) and 1.02 (blue lines), and perturbed models with f

heat

1.00
(green lines) and 1.02 (red lines). The top panel shows the average shock ra-
dius. The second panel shows the normalized standard deviation of the shock
radius, �̃ = hr

shock

i�1[(4⇡)�1

R
d⌦(r

shock

� hr
shock

i)2]1/2. The third
panel shows the heating efficiency, ⌘ = Q

net

(L⌫e + L⌫̄e )�1. The bottom
panel shows the ratio of advection-to-heating time scales.

nation of f

heat

> 1 and pre-shock perturbations results in a
sufficiently increased heating efficiency to initiate a neutrino-
driven explosion.

It is almost exactly at the positive inflection in the aver-
age shock radius curve of n5m2 f

heat

1.02 (⇠ 200 ms) that
the critical condition for explosion, ⌧

adv

/⌧

heat

> 1 is satis-
fied (Fig. 3; Thompson 2000; Janka 2001; Buras et al. 2006;
Fernández 2012). Here we define the average advection time
through the gain region as ⌧

adv

= M

gain

/

˙

M and the gain re-
gion heating time as ⌧

heat

= |E
gain

|/Q

net

, where |E
gain

| is
the total specific energy of the gain region and Q

net

is the net
neutrino heating in the gain region (c.f. Müller et al. 2012;
Ott et al. 2013). During the stalled-shock phase of n5m2
f

heat

1.02, around 100� 200 ms, the ratio ⌧

adv

/⌧

heat

is grow-
ing continuously. Once this critical ratio exceeds unity, ther-
mal energy builds up in the gain region faster than it can be
advected out into the cooling layer and the shock begins to
expand.

In order to assess the magnitude of the perturbations as they
are actually impinging upon the shock, and their effect on the
turbulent postbounce flow, we compute the density-weighted
radial averages of the Mach number of anisotropic motion,

hM
aniso

i =

⌧
v

aniso

hcSi
4⇡

�

r

, (2)

3

SMC & C. Ott (2013, ApJL, 778, L7)
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Some extra, artificial heating still 
needed!
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Enhanced Anisotropic Motion

29
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Enhanced Anisotropic Motion
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Enhanced Anisotropic Motion
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Perturbations => stronger 
turbulence/convection in gain 
=> longer dwell times => more 

heating => explosion!

Enhanced Anisotropic Motion
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see also Foglizzo et al. 2006, 
Scheck et al. 2008

SMC & C. Ott (2013, ApJL, 778, L7)
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Progenitor Structure Matters
• Progenitor asphericity qualitatively alters 

post-bounce evolution.  Can trigger 
explosions from duds!

• We need realistic 3D progenitors.

• The CCSN mechanism is essentially an 
initial value problem!

• In fact, the 1D models we use employ MLT 
for convection, telling us there are regions 
of significant asphericity. 

• Thus, using 1D models without 
perturbations is not truly self-consistent.

30
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Magnetorotational Effects
• All stars rotate and have B-fields.  How much?

• During & after collapse, MRI will tap rotation E to 
amplify B & drive turbulence (Akiyama et al. 
2003).  But how much?

• Saturation field strength could be as high as 
1016 G!

• But... magnetic breaking in stars could slow core 
rotation (Heger, Woosley & Spruit 2005).

• Could matter for 10-4 of CCSNe, but what about 
typical CCSNe?

31
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Magnetorotational Explosions

32

Burrows, Dessart, et al. (2007)

the vectors make clear, the vertical components of the magnetic
stresses along the axis have positive signs. This is what drives the
jet. In addition, the fact that the vectors point inward toward the
axes demonstrates that the jet is partially confined in the shocked
region by hoop stresses. These hoop stresses are even more mani-
fest, if indirectly so, in Figure 4.

In Figures 12 and 13, the polar jet column is revealed to be the
highest entropy region (red ), but the peak entropies achieved
are only 15Y20 units (per baryon per Boltzmann’s constant).
This is much smaller than the corresponding values for the ge-
neric neutrino-driven explosions (!20Y40; Kitaura et al. 2006;
Dessart et al. 2006b; Buras et al. 2006a) and acoustic explo-
sions (!50Y300; Burrows et al. 2006, 2007).

5. ANGULAR FREQUENCY AND PERIOD EVOLUTION

As we emphasize throughout this paper, rapid rotation is cen-
tral to the phenomena we are calculating and describing. Collapse
transforms initial rotation rates into spin rates at and after bounce
that are!500Y1000 times faster (Ott et al. 2006). Furthermore, all
reasonable initial conditions result in PNSs with differential ro-
tation and shear (Akiyama et al. 2003).With aP0 of 2 s, inner core
periods of!2ms and outer core periods of!10Y30ms arise. Fig-
ure 14 provides the evolution of the profile of the angular fre-
quency, !, in the equatorial direction for the three models:
M15B11DP2A1H (top left), M15B11UP2A1H (top right), and
M15B11DP4A1H (bottom). The colors and the color bars indicate
the time after bounce represented by each line. We see from Fig-
ure 14 that for models M15B11DP2A1H and M15B11UP2A1H
the inner !30 km rapidly achieves periods of <3 ms, and that
the PNSs continue to spin upwith time. Continuing spin-up is due
to continuing accretion, which compresses the core, and to core
deleptonization and cooling, which undermines pressure support
for the PNS mantle. Note that nowhere in these models does
matter achieve Keplerian rotation rates (dashed lines in Fig. 14),
although they can get close.
As the bottom panel in Figure 14 shows, the early postbounce

evolution of the average period of the inner region of model
M15B11DP4A1H is qualitatively similar to that of other models.
However, theM15B11DP4A1Hmodel explodes weakly, with lit-
tle mass ejected, and is, therefore, not spun down due to the loss of
rotational free energy to counteract the spin-up induced by the con-
traction of the PNS. Interestingly, of all models, M15B11DP4A1H
ends up with the shortest average rotation period in the core, de-
spite being the slowest rotating model initially. We surmise that
the reduced initial angularmomentum leads to reduced centrifugal
support, resulting in more efficient contraction and, therefore, en-
hanced spin-up. This convergencewould explain the similar ‘‘final’’

Fig. 9.—Color map for model M15B11DP2A1H at 430 ms after bounce of the
ratio of magnetic to gas pressure, overplottedwith white isodensity contours (every
decade downward from 1014 g cm"3) and velocity vectors ( length saturated to 15%
of the width of the figure and corresponding to a velocity of 10,000 km s"1).

Fig. 10.—Same as Fig. 9, but for model M15B11UP2A1H at 312 ms after
bounce.

Fig. 11.—Time evolution of the instantaneous integrated mass flux accreting
(solid lines) or outflowing (dashed lines) through a shell at a radius of 500 km, for
four representative models. The mass flux for modelM15B0DP2A1H (not shown)
is very similar to that for model M15B11DP2A1H.

BURROWS ET AL.428 Vol. 664

coextensive with the magnetically driven jet. Figure 5 clearly
shows the liftoff of the corkscrewing Lagrangian parcels as ro-
tation transitions into spiraling ejection, and then, at larger radii,
into a directed jet. In addition, in model M15B11UP2A1H the ra-
dius of the shock in the equatorial regions is larger. This is because
the equatorial magnetic pressures achieved there at a given time
are larger than in model M15B11DP2A1H. This, in turn, is due to
the fact that in model M15B11UP2A1H the uniform (‘‘U’’) initial
poloidal field results in larger accreted fields at later times than in
model M15B11DP2A1H, for which the late-time accretion is of
matter from the outer corewhere the initial field decays in the 1/r 3

dipolar manner (x 3). In fact, for model M15B11UP2A1H the
equatorial regions join the explosion at later times. This outcome
is expected eventually for all models, but due to the different mag-
netic field structures andmagnitudes for themodels listed inTable 1,
the times to equatorial explosion will vary greatly from model
to model.

The particle trajectories implied by Figure 5 andmagnetic flux
freezing indicate that the ejected material stretches toroidal field
into poloidal field, in a reverse of what happens during rotational
winding in the inner!20Y150 km. So, in the jet column at large
radii the field has a significant poloidal component.

Figure 6 shows radial slices along the poles (solid lines) and
along the equator (dashed lines) of both the poloidal (red ) and
toroidal (black) fields for models M15B11DP2A1H (left panel )
and M15B11UP2A1H (right panel ) at 635 and 585 ms, respec-
tively, after bounce. Since there is no appreciable rotational shear

interior to !10 km, the magnetic fields there have little dynam-
ical effect. It is the fields in the region between!10 and!150 km
that are of consequence, since it is here that the magnetic tower
is launched and maintained. Figure 6 and x 2.3 indicate that the
fields achieved in this region in these models are comparable to
what is expected at saturation for a P0 of 2 s (!1015 G). This jus-
tifies our focus on thesemodels when assumingP0 ¼ 2 s, despite
the fact that we underresolve the MRI.
Figure 7 depicts color maps of the poloidal (left panel ) and to-

roidal (right panel ) field distributions in model M15B11UP2A1H,
585 ms after bounce. In both panels, the lines are isopoloidal field
lines and the inner 200 km on a side is shown. The relative extents
of the red and yellow regions demonstrate the dominance of the
toroidal component in the inner zones at these late times well into
the explosion, but the presence of a column of yellow/red (high
field) along the axis in the poloidal plot attests to the conversion
due to stretching by ejected matter of toroidal into poloidal field
(see also Fig. 5). Figure 7 also demonstrates the columnar struc-
ture of this inner region due to both equatorial accretion (and,
hence, pinching) and rotation about the (vertical) axis. However,
it should be made clear that the actual field distributions after sat-
uration are likely to be different, and what they are in detail when
the MRI is fully enabled remains to be determined.
Figure 8 compares maps of the gas pressures (Pgas; left pan-

els) with the magnetic pressures (Pmag; right panels) for models
M15B11DP2A1H (top panels) and M15B11UP2A1H (bot-
tom panels), at various times after their respective explosions

Fig. 4.—Left: Magnetic field lines for model M15B11UP2A1H at 264.5 ms after bounce. The size of the displayed region is 3000 ; 4000 km2. ‘‘Footpoints’’ for the
field lines are randomly distributed in the inner 500Y1000 km, with a denser distribution along the polar axis to probe the region of larger magnetic energy where the
explosion takes place in our simulations. Hence, the crowding offield lines does not correspond directly and accurately to regions of larger magnetic fields.Right: Same as
the left panel, but for model M15B10DP2A1H at 855.5 ms after bounce and on a scale of 6000 km ; 8000 km. Notice how much more tightly the B field is wound.
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Jets in 3D?
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Moesta, Ott, et al. (in prep.)
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(See also Porth, Komissarov, & Keppens 2013)

GRMHD, neutrino leakage, realistic EOS, large B, small P
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At the Edge of Explosion...
• 2D is a poor approximation of 3D; Can’t trust 

quantitative results of 2D!

• Current generation of 3D sims with moderate 
and high fidelity neutrino treatment fail to 
explode (without extra heating).

• Progenitor asphericity can trigger explosion in 
marginal cases; multi-D progenitor structure is 
crucial!

• MHD effects could matter in typical CCSNe, as 
well as LGRB progenitors.
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Questions?
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DRAFT VERSION - SEPTEMBER 14, 2013 COUCH & O’CONNOR
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Figure 7. Square-root of the powers, P (`) =
P

`

m=�`

a2

`m

, in the first four spherical harmonics of the shock surface, weighted by the mean shock radius, as
functions of time, for s15 (left) and s27 (right). Late time SASI activity in s15 f

heat

1.00 3D is apparent, as is the early (t
pb

< 300 ms) SASI activity in s27
f
heat

1.00 3D. Notably, there is not so a great a difference in the P
`

’s between 2D and 3D as reported in some previous 2D vs. 3D studies (Burrows et al. 2012;
Couch 2013a).

Figure 8. Entropy volume renderings for s15 f
heat

1.00 3D at late times showing the development of the SASI. Four different postbounce times are shown,
spaced 6 ms apart, from left to right. The shock itself is visible as the pale blue surfaces, as in Figure 2, and constant-density contours with a value of 1012 g cm�3

(magenta) mark the edge of the PNS. At this stage the shock shows clear spiral motion, as indicated by the spherical harmonic components shown in Figure 6.

has only one degree of freedom: up and down the symmetry
axis (i.e., m = 0). In 3D, however, the additional degree of
freedom allows the development of m 6= 0 modes (Blondin
& Mezzacappa 2007; Blondin & Shaw 2007; Iwakami et al.
2008) that can be represented as the superposition of multiple
aphasic ` = 1, m = 0 modes (Fernández 2010). These ad-
ditional modes sap energy from the singular ` = 1, m = 0

mode found in 2D, resulting in a reduction in the radial shock

extensions along the axis, even in cases for which the total
power in ` = 1 modes is similar between 2D and 3D. Given
this, we expect evidence of strong SASI in our simulations to
be manifest in ` = 1-dominant oscillations whose amplitudes
grow linearly in time. For certain of our simulations in both
progenitors, we find precisely this.

In Figure 6 we show the spherical harmonic coefficients for
the first Legendre order, a

1m

, for both s15 and s27. For s15

12
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