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Abstract. The reflectance effectiveness of a multilayer depends
strongly on the stack properties �thickness, roughness, and density of
each layer� and can be directly tested by means of x-ray reflectivity
scans at definite photon energies. The reflectivity curves are also a pow-
erful tool for the in-depth, nondestructive characterization of the stack
structure: The complex task of extracting the stack parameters from re-
flectivity curves can be achieved via a suitable best-fitting computer code
based on a global automatic optimization procedure. We present the
computer-assisted layer-by-layer analysis of the characteristics of Ni/C,
Pt/C, and W/Si multilayers, based on x-ray reflectivity scans performed
at 8.05 and 17.45 keV. In order to verify the correctness of the code
predictions, we present also a comparison of the computer model with
the transmission electron microscope profiles of the same multilayer
samples. © 2007 Society of Photo-Optical Instrumentation Engineers.
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Introduction

ultilayer coatings with periods in the nanometer range
ave proven to provide a suitable technological base for
nhancing the reflectance of extreme ultraviolet �EUV�,
eutron, and x-ray mirrors at incidence angles larger than
he critical one. Nowadays, multilayer-coated mirrors are
tandard components of many synchrotron beamlines to de-
iate, concentrate, and filter intense x-ray beams. Ni/Ti
ultilayers are used in neutron optics. The next generation

f nanometer-sized electronic components may be manu-
actured by EUV lithography, which requires also Mo/Si
ultilayer-coated mirrors in order to concentrate EUV ra-

iation efficiently in normal incidence. Moreover, the adop-
ion of wideband graded multilayer coatings is foreseen for
he production of x-ray optics for future x-ray telescopes
HEXIT-SAT,1 Con-X,2 XEUS,3 SIMBOL-X,4 etc.� in order
o extend their reflectivity bandwidths to the hard x-ray
and �from 10 keV up to 70 to 80 keV� at grazing inci-
ence angles of 0.2 to 1 deg. This approach has already
een followed in previous works.5,6

A great effort is currently being made to develop multi-
ayers with high reflectance over selected neutron, EUV,
091-3286/2007/$25.00 © 2007 SPIE
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and x-ray energy bands. Several methods can be applied to
deposit multilayer coatings, such as e-beam evaporation,
ion-assisted deposition, ion-etched deposition, DC or RF
magnetron sputtering, or ion-beam sputtering. Optimization
processes are needed for each specific application. Analo-
gous considerations hold as well for the multilayer struc-
tures, which should be designed according to the required
reflectance as a function of energy. However, the reflection
effectiveness depends crucially on the thickness precision
of each layer and the interfacial roughness, which must be
kept as low as possible. Therefore, in order for the
multilayer coating technology to progress, a tool is needed
to systematically assess the quality of test samples �unifor-
mity, smoothness, and correct layer thickness in the stack�.
Transmission electron microscope �TEM� images allow a
direct, quantitative evaluation of the layer thickness, but
due to the long, complex sample preparation procedure and
the subsequent sample destruction, this method can be used
only for a limited number of samples.

X-ray reflectivity �XRR� measurements performed at a
fixed energy for varying incidence angles can be routinely
performed to inspect large numbers of samples. The fine
interferential features of XRR curves reflect very precisely
the deep multilayer stack structure. This causes XRR to be

a very powerful diagnostic tool for multilayer stacks, or any
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ther layered structure with typical period in the nanometer
ange. Moreover, it is nondestructive and quick, and it does
ot require any particular sample preparation. Finally, it is
ensitive not only to TEM-visible properties �thickness, in-
erdiffusion, crystallization state�, but also to other proper-
ies �layer density, high-frequency microroughness� that
annot be measured by TEM.

On the other hand, the complexity of the dependence of
RR scan features on all the individual thickness, density,

nd roughness values in the stack makes the interpretation
f XRR data difficult. The recursive7 or matrix8 formalism
including the consideration of microroughness via a
odification9 of the Fresnel coefficients or the Nevot-Croce

pproach10� may be used as a suitable basis for the model
tting of experimental curves: indeed, the exact XRR curve
imulation would require reproducing all the thickness ir-
egularities in an N-bilayer stack, involving a manual ad-
usting of more than 4N independent parameters, including
he thickness and roughness of each layer. Moreover, a
ell-known problem of multiparameter fitting is that corre-

ated parameters �e.g., the density and the roughness of the
ayers� can have similar effects on the XRR curves: there-
ore, the solution can be nonunique because a fit can result
rom different combinations of values of correlated param-
ters.

Nevertheless, the very large number of parameters char-
cterizing a multilayer can be handled by computer pro-
rams: several codes to fit multilayer reflectivity curves—
ike IMD, which is included in the XOP
ackage,11,12—have been written over the years. The effec-
iveness of the fitting algorithm depends on its ability to
onverge at a high rate to the best global fit of the XRR
odel to the experimental curve. Some codes make use of

enetic algorithms13–15 to reduce the risk of convergence to
local minimum. Other programs, conceived for similar

asks, perform a global minimization via an iterative sim-
lex procedure,16 or make use of other minimization tech-
iques to refine thickness profiles obtained through analyti-
al methods.17

In this work we have used Pythonic Program for Multi-
ayers �PPM� to model-fit x-ray multilayer reflectivity
urves. PPM, developed by one of us �A. Mirone, ESRF�,
erforms a fast multiparameter constrained optimization of
he reflectivity scans at one or more energies at the same
ime, using a very efficient, global minimization routine. It
hould be noted that the simultaneous fit at more than one
nergy helps to separate the variations of correlated param-
ters �e.g., density and roughness�, because they generally
hange the reflectivity curves according to different depen-
ences on the energy. Thus, PPM should play an important
ole in the diagnosis of nanometer-layered structures by
RR analysis. PPM has already been successfully used at

he ESRF to determine the optical constants of uranium by
tting U/Fe multilayer XRR data.18

In this paper we show the XRR analysis of Pt/C, Ni/C,
nd W/Si multilayer samples at two standard energies,
.05 keV �Cu K�1 line� and 17.45 keV �Mo K� line�, per-
ormed at INAF/Osservatorio Astronomico di Brera �Milan,
taly�. The PPM program has been successfully used to
erform a layer-by-layer analysis of reflectivity curves.
oreover, in this work we deal with an interesting com-
arison of the results of PPM with the TEM images of the
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same samples produced at the IMEM-CNR Institute
�Parma, Italy�. A brief description of PPM is given in Sec.
2. In Sec. 3 we describe our XRR setup and the reflectivity
curves of the analyzed multilayer samples. In Sec. 4 we
show the PPM results and compare them with the TEM
findings; remarkable agreement of the two methods will be
apparent from the comparison. The XRR analysis, more-
over, proves not to be affected by artifacts that can alter the
TEM images of multilayer coating sections. The fit results
are briefly discussed in Sec. 5.

2 The PPM Computer Program
An in-depth analysis of the structure of the investigated
multilayer samples has been performed, letting the fit pa-
rameters vary independently for each layer or for groups of
layers of the stack, using PPM. This program, written in
Python and C, is specifically conceived for the fast deter-
mination of the stack parameters by fitting reflectivity
curves accurately; this allows one to take into account also
the reflectance features caused by the deepest layers. The
program reads in the files of reflectivity curves and a file
defining the structural arrangement to be optimized. The
number of free parameters may vary according to the sup-
posed complexity of the stack. For example, one can as-
sume each layer thickness to be a free variable, or instead
one can assume a gradual drift of the layer thicknesses.
Analogous considerations hold for layer densities and rms
roughness. Finally, the user must also enter the lower and
the upper limits as well as an initial guess for each defined
variable.

Starting from the initial values, PPM computes the re-
flectivity curve Rc for each available experimental scan Rm,
using the following figure of merit �FOM�,

FOM = �
i

�log Rm�i� − log Rc�i�� ,

where i is the index corresponding to the i’th angular point.
The minimization algorithm varies the selected parameters
within the bounds fixed by the user. It is well known that a
logarithmic FOM assigns larger weights to smaller reflec-
tivity values; hence one can recover important information
on the reflectance of the deeper layers. Additional weights
can be set in the FOM definition in order to restrict the
fitting to particular sections of the XRR scan. Other kinds
of FOM could also be adopted, e.g. the mean squared dif-
ference of the logarithms13,14; the one we adopted is pref-
erable because it causes the fit to be less sensitive to the
experimental errors caused by the instrumental noise.13

The adopted algorithm is a variant of the well-known
downhill simplex19 �or amoeba� algorithm. A set of N+1
points in an N-dimensional parameter space follows a se-
ries of movements converging to the nearest minimum.
However, the downhill simplex alone would very likely
stick at a local minimum. For this reason an annealing
mechanism,20–22 which is able to trigger a jump out of a
local minimum, is implemented. This procedure was al-
ready implemented in another program for the analysis and
optimization of graded multilayers at the ESRF.23

The simulated annealing function associates a micro-
scopic energy state of N particles to every point of the

parameter space; the convergence to a local minimum is
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ompared to a thermalization process, leading to a state of
efinite temperature T. The system of particles is assumed
o follow the Boltzmann energy distribution, where the
OM �depending on the current particle state� plays the
ole of the energy. With the classical downhill simplex al-
orithm, moves increasing the FOM would be always ex-
luded. If the system stabilizes according to the Boltzmann
istribution at a large enough T, there is a nonzero prob-
bility that the system leaves the local minimum. Usually
he initial T is set at a sufficiently high value in order to
llow for a large number of transitions increasing the FOM,
nd while the system reaches the equilibrium, T is being
lowly decreased.

As T is decreased, the probability of increasing the FOM
uring a transition gets lower and lower. At this point the
ystem tends to converge towards the global minimum, till
minimum T value is reached, where the calculation stops.
hus, the probability of finding the global minimum is in-
reased, since a much larger portion of the parameter space
an be explored, at the expense of an increase in the com-
uting time �with respect to the downhill simplex case�.

The annealing procedure has also some critical aspects,
uch as the choice of the initial T and the cooling rate
usually an exponential decrease is adopted�. A very slow
ooling rate gives a greater degree of confidence that the
lobal minimum has been found. These parameters as well
s the multilayer structure and the initial parameter values
ave also to be carefully chosen in every single case.

The reflectivity fitting can work with a large number of
ree parameters, searching for the combination of values
epresenting arguably the best possible fit of the scan. Once
PM has found a set of values that returns a model reflec-

ivity curve agreeing well with the experimental one, we
an be reasonably confident that this set represents a good
pproximation to the multilayer structure.

Experimental

.1 X-Ray Reflectivity Setup
or our analysis we have focused on almost periodic
ultilayer samples deposited over flat Si wafers

4-in. diameter, 0.65-mm thickness, �rms�3 Å�. The
ultilayer reflectivity was measured using a triple-axis
ede-D1 diffractometer �Bede Scientific Instruments Ltd,
urham, UK�. A sealed x-ray tube with a Cu �or Mo� anode

s used as a radiation source. For a detailed characterization
f stack structures with a total thickness D�0.2 �m using

rays of wavelength ��1 Å, a monochromatic beam
�E /E�10−3�, and a good angular resolution ���

� /2D�25 arcsec� over a wide angular range are re-
uired. The incident x-ray beam has therefore to be intense,
ollimated, and very thin in order to be entirely collected
y the sample at very small incidence angles ��i

500 arcsec�. In our experimental setup, in order to obtain
monochromatic collimated beam, a channel-cut Si crystal
onochromator and a two-slit collimator have been taken.
he x rays are dispersed by the crystal in directions de-
ending on their energy: the diffracted beam, correspond-
ng to the K� line, is selected by the first slit �50 �m wide�
t the exit of the Si crystal. Its divergence is �20 arcsec. A
econd slit �40 �m wide, just before the sample� reduces

he lateral beam width to 70 �m; thus we are able to collect
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entirely the incident x-ray beam with 4-in. samples at inci-
dence angles larger than �200 arcsec. The energy resolu-
tion �E /E is close to 10−4 when the Cu K�1 line is selected
�for Mo K� we cannot resolve the doublet, and the energy
resolution is 5	10−4� with a maximum counting rate of
105 count/ s �104 count/ s for Mo K��. The incoming and
the reflected beam are collected through an 800-�m-wide
slit by a scintillator �photon counter� coupled to a photo-
multiplier with a pulse-height discriminator that limits the
intrinsic background to �0.2 count/ s. The scintillator is
highly linear in the given flux operational range. The counts
of the reflected photons were measured within an angular
range between 0 and several thousand arcseconds in steps
of 20 arcsec. The reflectance is then computed by normal-
ization to the incident flux.

3.2 Experimental XRR Curves
The XRR scans show clear evidence of an irregular
d-spacing variation along the stack. The initial values of the
average stack parameters—namely, the average period, 

factor ��heavier-element thickness�/�d-spacing ratio��, and
rms roughness �—were derived from a manual XRR simu-
lation assuming a stack structure described by a small num-
ber of parameters. The preliminarily simulated XRR curves
shown in Fig. 1 were traced using the simulation routines
of the IMD package.

The first sample investigated is a Ni/C multilayer �19
bilayers� deposited at Media Lario Technologies �Bosisio
Parini, Italy� by e-beam evaporation with the same facility
used to deposit the single Au reflective coating of the
SAX,24 XMM,25 and SWIFT-XRT26 optics. The reflectivity
curves at 8.05 keV �Fig. 1� and 17.45 keV were already
reported and analyzed by some of us in previous works.27,28

An interesting experimental result is the very high top re-
flectivity value of the first Bragg peak �95% at 8.05 keV�, a
world record29 until 2005, just recently outdone.30

A laborious manual adjustment of parameters was nec-
essary to bring the simulated reflectivity angular scans into
preliminary agreement with the experimental data, even
though small reflectance features �e.g., the fine structure of
reflection minima� were not fitted by the assumed model.
The matching of manual fit to experiment suggests that
there could be a d-spacing drift in the stack of about 2 nm
across the 19 bilayers, probably to be ascribed to C layers.
The derived average period is 13 nm. The Ni layers’ thick-
ness is approximately 3 nm. An interesting result is the
value inferred for the C density �1.6 g/cm3�, which is
lower than that of natural C �1.8 to 2.5 g/cm3 for amor-
phous carbon�; such a low value for evaporated C films has
already been reported in the literature.31 Nickel has instead
been found to be deposited at densities �8.7 g/cm3� near
the natural value �8.9 g/cm3�. Finally, the rms roughness is
4 Å with the actually found C density �3 Å if one assumes
the natural density value�, a value similar to that of the Si
wafer substrate �3 Å�.

The second sample is a Pt/C multilayer �15 bilayers�
deposited by e-beam evaporation on a Si wafer: this sample
is the result of a deposition test by INAF/OAB and Media
Lario Technologies to calibrate the deposition facility be-
fore producing a hard-x-ray optic prototype.32 Also in this

case the peak reflectivity is high �74% at 8.05 keV; see Fig.

August 2007/Vol. 46�8�3
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�. From the manual XRR modeling we inferred a 56-Å
verage d spacing, and a 
 factor around 0.42, but we could
ot simulate the complex structure of the peaks.

The third sample is a W/Si multilayer with 40 bilayers,
eposited by DC magnetron sputtering on a Si wafer sub-
trate. This sample was provided in 2004 by Reflex s.r.o.
Prague, Czech Republic�: the variation of d spacing was
ue to the fact that the deposition process was not yet op-
imized at that time. The following optimization of the pro-
ess allowed, indeed, the deposition of W/Si multilayers
ith excellent periodicity and smoothness.
From a manual fit of the third sample XRR �Fig. 8� we

erived an average d spacing of 55 Å and a 
 factor of
.17. However, most of the reflectance features could not
e explained.

.3 TEM Measurements
he TEM images were taken on the cross sections of the
xamined samples, making use of the amplitude contrast
echnique with a JEOL model 2000 FX TEM. In the section

ig. 1 XRR curves �plotted points� at 8.05 keV referring to the Ni/C
ultilayer sample with 19 bilayers: �a� linear and �b� logarithmic

cale. A preliminary model with manually derived parameters �the
olid line� appears to match the experiment well on a linear scale,
ut actually the reflectance details are poorly reproduced, as can be
een on the logarithmic scale.
mages the high-Z element �Pt, Ni, W� appears black and

ptical Engineering 086501-
the low-Z element �C, Si� appears gray or white. The inter-
faces can be located where the gray or white turns to black,
with an uncertainty of 3 Å �for interdiffusion-free multilay-
ers�; therefore the intrinsic error of a thickness measure-
ment can be estimated to be around �2	3 Å=4.2 Å. In the
following we report the layer thickness measurements with
errors taken to be the quadratic sum of the intrinsic error
and the uncertainty that can be caused by the local undula-
tion of the interfaces.

4 Results of PPM Analysis
The multilayer stack structures of samples referred to in
Sec. 3 have been analyzed by means of PPM. The structure
assumed to carry out the fit varies according to the sup-
posed complexity of the stack, and is described separately
in each case; as an initial guess we always assumed a
constant-d-spacing multilayer, matching the reflectance
peaks to the primary peaks of the experimental reflectivity.
The calculations were first performed assigning data
weights proportional to the reflectance values, in order to fit
the position and shape of the primary Bragg peaks. The
derived values were then used as initial guesses for the final
calculation, with no weights. Moreover, in order to refine

Fig. 2 The reflectivity �a� at 8.05 keV and �b� at 17.45 keV of the
Pt/C multilayer sample compared with the fitting model calculated
via PPM �log scale�. The fit procedure was run simultaneously on
both scans. The error bars �very small� are also included.
the fit, the program needed to be restarted a few times,

August 2007/Vol. 46�8�4
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lways using the values found in the previous run as initial
oints, until a stable solution was found. PPM was run in a
inux environment with an AMD Sempron64 3400 proces-
or �2 GHz�. Some preliminary results obtained by PPM
ad already been reported elsewhere.33,34

.1 Pt/C Sample
he Pt/C �15 bilayers� multilayer reflectivity curves at 8.05
nd 17.45 keV were best-fitted simultaneously, letting the
hicknesses of all layers be free to vary along the intervals
5 to 40 Å for Pt and 20 to 80 Å for C. The initial values
ere 23 Å for Pt and 33 Å for C. These very broad do-
ains allow the exploration of a very wide range of solu-

ions. Only the very first C layer, deposited directly on the
ubstrate, has been ignored, since its presence does not no-
iceably affect the reflectivity profile. The rms roughness
alues for Pt and C were assumed to be constant in the
tack, with different values comprised in the interval 2 to
Å. The densities were fixed to values lower than the bulk

ensities �Pt: 20.5 versus 21.5 g/cm3; C: 1.6 versus 1.8 to
.5 g/cm3� as already found experimentally for samples de-
osited by e-beam evaporation �see also Sec. 3.2�.

The whole calculation required approximately 1 h and
0 min. The final result matches the measured data very
ell both at 8.05 keV �see Fig. 2�a�� and 17.45 keV �see
ig. 2�b��. The logarithmic �2 amounts to 5.67 at 8.05 keV
nd 4.45 at 17.45 keV. We carried out a test of fit signifi-
ance by evaluating at both photon energies ��

2, the reduced
ogarithmic �2 �i.e., ��

2=�2 / �M − P�, with M the number of
oints in the experimental scan and P the number of fit
arameters�, and verifying that the two values are �1. The
alue of ��

2 was found to be 0.010 at 8.05 keV and 0.014 at
7.45 keV; therefore the fit is significant at both energies.

The structure found is shown in Fig. 3�a�. The aperiod-
city comes mostly from the C layers, with evident oscilla-
ions around 35 Å, and a peak at 75 Å corresponding to the
hird deposited C layer. Pt layers are more constant, varying
bout 22 Å. It is worthwhile remembering that this result
as found by assuming a regular, periodic multilayer as an

nitial guess. The calculated rms roughness values are
.3 Å for Pt and 4.2 Å for C.

The verification of the PPM results through sample
EM sections confirms at a glance the presence of an ex-
eptionally thick C layer at the expected position �the big
right band in Fig. 3�b��. For a more detailed comparison,
e extracted and compared individual Pt and C thicknesses
btained from TEM images and the PPM analysis. The
hicknesses worked out from TEM profiles can however be
ffected by a significant error, brought in by the superposi-
ion of rough Pt profiles on the image plane, causing the Pt
ayers to appear thicker at the expense of the C layers. The
hading effect is larger if the TEM sample is thicker, be-
ause a larger number of profiles are projected on the TEM
mage. This is easily seen in Fig. 3�b�: near the sample
dge, where the sample is very thin, the Pt layers are thin-
er than the C layers, whereas this ratio appears to be in-
erted far from the edge, where the TEM sample is thicker.
n this area the Pt layers look denser and thicker while the

layers appear to be reduced by the same amount.
Because multilayer reflection results from multiple inter-
erence events of x rays at the mean interface of each Pt/C

ptical Engineering 086501-
and C/Pt couple, the “true” thickness values which can be
compared with those derived from XRR analysis should be
measured where the TEM sample is very thin, i.e., where
the overlapping of roughness profiles is negligible. Unfor-
tunately, the sample edge line is not parallel to the growth
direction, and a direct extraction of the true Pt layer thick-
ness dPt from TEM is not possible. We can, however, esti-
mate it by subtracting the peak height of the roughness
profiles from the Pt layer thickness DPt measured far from
the sample border, i.e., where the TEM section is thicker
but quite uniform. The same value is to be added to the
C-layer thickness. More precisely:

dPt = DPt − �2��Pt + �C�,

dC = DC + �2��Pt + �C� .

The sum of the two rms roughnesses takes into account the

Fig. 3 �a� The Pt and C thickness trends as obtained by PPM. Ir-
regularities in the d spacing are mainly caused by C layers �the third
one in particular�, whereas Pt layers are more regular. �b� TEM sec-
tion of the Pt/C sample; the dark bands are the Pt layers; the white
ones are the C layers. The growth direction is from the top down in
the image. The layer thickness appears to be a function of the sec-
tion thickness as an effect of the superposition of Pt layer roughness
topographies; thus, the PPM results should be compared with the
TEM results at the border of the sample. Notice the exceptional
thickness of the third C layer, caused by an instability in the e-beam
gun used to evaporate the sample.
apparent increase or decrease of the layer from both sides,

August 2007/Vol. 46�8�5
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nd the factor �2 is the ratio of peak value to rms. With the
t and C rms roughnesses found from the fit �5.2 and
.3 Å� we concluded that the TEM measurements of the Pt
ayers must be reduced by 13.5 Å and those of the C layers
ncreased by the same amount. The comparison of the code
redictions with the corrected TEM results is presented in
ig. 4�a�. The agreement is satisfactory.

It should be noted that the residual discrepancy �first and
ast bilayers� may be due to the nonuniform thickness of the
EM section. The first layers are more distant from the
ample border than the last ones. This enhances the projec-
ion effect in the first bilayers; hence the correction there
as probably been underestimated. Note as well that in this
articular case the roughness growth detected by PPM
from 3 to 5.2 Å� could have partially compensated the
rojection effect reduction in the last bilayers caused by the
hickness decrease in the TEM sample.

ig. 4 �a� Comparison of PPM �plotted points� and TEM �lines� re-
ults after removal of the roughness effect from the TEM results.
he TEM results are obtained from the average of 11 equally
paced profiles of the TEM section. Notice the symmetry of the dis-
repancies, which are due to a nonuniform projected roughness.
he TEM error bars mark the 1� confidence interval: the error bars

nclude the intrinsic TEM resolution and the thickness variation of
he 11 profiles. �b� Bilayer d-spacing distribution as calculated by
PM for the scan at 8.05 keV. Uncorrected d-spacing values are in
greement with the thickness values derived from the TEM analysis
ithin 1.6 Å, i.e., well inside the TEM confidence interval.
A further confirmation of that comes from the bilayer

ptical Engineering 086501-
d-spacing distribution, which should not be affected by this
correction, since the corrections for Pt and C have opposite
sign and cancel out when they are summed to compute the
bilayer d spacing. The comparison of the bilayer d spacing
as determined via TEM and through the PPM analysis is
shown in Fig. 4�b�. The very good agreement is apparent.

4.2 Ni/C Sample
The Ni/C multilayer �19 bilayers� stack was modeled fol-
lowing a similar computational scheme to that for the Pt/C
multilayer. All layer thickness values can vary indepen-
dently. The Ni and C densities were kept constant �the as-
sumed density of Ni was 8.7 g/cm3, and that of C
1.6 g/cm3�. The roughness values are kept constant within
six blocks of three bilayers �except the last one, which had
four bilayers�; however, the roughness of each block can be
varied in order to allow for a roughness drift through the
stack. The first C layer was ignored because the density
contrast with the Si wafer is negligible.

The model structure has been optimized to match simul-
taneously the reflectivity curves at both photon energies,
8.05 and 17.45 keV. The initial thickness values were 30 Å
for Ni and 100 Å for C; the Ni layers were left free to vary
between 30 and 50 Å, and the C layers between 70 and
120 Å. For the entire computation to be accomplished, 2 h
10 min of CPU time was needed. The model-experiment
agreement is evident �see Fig. 5�. The reflectance features
are now fitted accurately. The logarithmic �2 is 7.26 at
8.05 keV and 10.6 at 17.45 keV. The corresponding ��

2 are
0.025 at 8.05 keV and 0.067 at 17.45 keV.

The main result of this two-energy-scan fit can be sum-
marized as follows: The rms roughness drifts from 3.0 to
3.9 Å for both Ni and C, on going from the substrate to the
multilayer outer surface; the Ni and C layer thickness dis-
tribution shows �see Fig. 6�a�� a slight thickness variation
of the Ni layers �a few angstroms� and a very large thick-
ness variation of the C layers. The overall thickness drift
originates from the imperfect deposition of the C layers.
The total d-spacing variation over the entire stack is 2 nm.

The layer thickness distribution �Fig. 6�a�� has been
compared with the data worked out from the TEM section
of the same multilayer �Fig. 6�b��. Figure 7�a� displays the
comparison between the PPM results and the TEM data,
corrected for the roughness projection; in this case the cor-
rection amounts to 12 Å, assuming the maximum rough-
ness value inferred by PPM. The agreement seems to be
good only for the first bilayers, for the others the required
roughness is much larger than the measured one. This can
be explained by observing that the TEM sample is thicker
in the image upper part �this can be seen from the image
darkening in Fig. 6�b��. The growth direction is from the
bottom to the top of the image; thus both the thickening and
roughness growths contribute to the apparent increase of
the Ni layers’ thickness as the distance from the substrate
increases. The thicker the specimen to be crossed by the
electron beam, the stronger the shadow effect of the pro-
jected interface roughness. This effect may have been en-
hanced by the fact that, due to the imaging conditions, the
beam could not be parallel to the interface planes.

The agreement between PPM and TEM is, instead, very
satisfactory when we compare the bilayer d-spacing values

�see Fig. 7�b��, which are not affected by the roughness
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hading effect. This result confirms the correctness of the
PM prediction and the interpretation of the TEM profiles.

.3 W/Si Sample
or the W/Si sample �40 bilayers� the number of free pa-
ameters would be too large to converge quickly to the
lobal minimum if we allowed the thickness of each layer
o vary freely. The fitting strategy was changed as follows:
he W and Si layer thicknesses were initially allowed to
rift throughout the stack; we adopted a second-order poly-
omial law for the layer thickness distribution, the coeffi-
ients of which were optimized to fit the experimental XRR
urves. The initial structure was set to be a periodic one,
ith 16 Å for the W layers and 38 Å for the Si layers as
uess values. In this case, single-layer calibrations were not
llowed, while the densities were set free to vary in the
ange 16 to 19.5 g/cm3 for W and 1.8 to 3.0 g/cm3 for Si,
tarting from natural density values �19.3 and 2.3 g/cm3,
espectively�. In order to account for a roughness growth in
he stack, the roughness rms was supposed to be varying,
ollowing a second-order polynomial law.

The structure optimization process was run at both 8.05
nd 17.45 keV. After 30 min, the main reflectance peaks

ig. 5 The reflectivity at �a� 8.05 keV and �b� 17.47 keV of the Ni/C
ultilayer sample compared with the PPM fitted model �log scale�.
he two scans �8.05 and 17.45 keV� were processed simulta-
eously. Error bars �very small� are also included.
ere well fitted but most features could not be explained by

ptical Engineering 086501-
assuming a continuous drift. In order to improve the fit
quality we removed the power-law constraint, leaving each
layer free to vary independently within a 4-Å-wide interval
around the values found in the previous step. The density
and roughness values were still allowed to move in the
same intervals. The optimization was restarted several
times, each time changing the upper and the lower bound of
each thickness whenever the value derived from the fit
came too close to one of the bounds. Following this
method, we could gradually find the thickness distribution
remaining in the initial interval of variability of the param-
eters.

After 5 h of CPU time the optimization was accom-
plished, yielding a solution that matches well the reflectiv-
ity at 8.05 keV at all angles �see Fig. 8�a�� and at
17.45 keV except at angles near 1900 and 3000 arcsec �Fig.
8�b��; this discrepancy might have been caused by imper-
fect energy filtering of the x-ray beam in the experimental
setup when measuring the reflectivity of this sample. The
beam polychromaticity should not, however, exceed 1% of
the intensity of the 17.45-keV line, so that the PPM results
ought not to be significantly altered. The logarithmic �2 is

Fig. 6 �a� The Ni/C layer thickness distribution as generated by
PPM. Irregularities of the d spacing are mainly caused by C layers.
The same result was obtained in a previous work, with the stack
modeled as a sequence of blocks: the short-period variation could
not be seen in that case. �b� The TEM section of the Ni/C multilayer.
The Ni layers are the dark bands; the C layers are the bright bands;
the growth direction is from the bottom up. The length of the black
marker is 219 nm.
12.5 at 8.05 keV and 1.32 at 17.45 keV, and the corre-
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ponding ��
2 values are 0.020 at 8.05 keV and 0.015 at

7.45 keV. The multilayer stack structure inferred from the
t is shown in Fig. 9�a�. Both long-range drift and rapid
ariations of the thickness are present. In particular, the Si
ayers exhibit a pronounced decrease.

The calculated Si density �2.2 g/cm3� is close to the
atural one �2.3 g/cm3�, whereas the calculated W density
16.3 g/cm3� is 15% smaller than the natural one
19.2 g/cm3�. A reduction of density in thin W films was
lready observed �17.4 g/cm3� by Levine et al.35 They also
eport36 that sometimes the W density value can be smaller
ven by factor of 2. Within the limits of the resolution of
ur instrument, TEM investigations have not revealed po-
osity of the samples on the scale of nanometers, but the
nalyses were complicated by the noncrystalline structure
f the layers. Higher-resolution techniques are needed to
etect porosity at lower scale. The same consideration ap-

ig. 7 �a� Comparison between TEM �lines� and PPM �marks� re-
ults for the Ni and C thickness distributions. Although the trends are
imilar �notice the matching of peaks in the C layers�, the discrep-
ncy is larger at the multilayer surface, as a likely consequence of

he roughness and section-thickness increases. Thickness mea-
urements on the last Ni and the first C layer were not possible. �b�
he bilayer d-spacing distribution in the multilayer as found from the
PM optimization. The data match is very good.
lies to the low density of C reported in Sec. 4.1. The

ptical Engineering 086501-
analysis with PPM provided clear evidence of roughness
growth in the stack, from 3.1 to 4.8 Å, going from the
substrate to the multilayer surface.

The d-spacing variation of this sample is less evident
than for the previous samples. Also in this case the rough-
ness projection effect is present, as one can easily see by
observing the thickness reduction of the W layers in the
magnified image �Fig. 9�b��. Since the thickness gradient in
this case is approximately perpendicular to the growth di-
rection, we can allow for the roughness when inspecting the
thickness distribution from the TEM image �averaged over
30 equally spaced profiles in order to suppress local undu-
lations of the interfaces�, applying the equations reported in
Sec. 4.1, where the � values used to compute the correction
vary according to the trend predicted by PPM. The TEM
layer thicknesses after correction and the PPM results are
compared in Fig. 10�a�. The agreement is apparent.

Figure 10�b� shows also the comparison of the d-spacing
values. As already mentioned, the d-spacing distribution
derived from TEM is not affected by the roughness projec-
tion effect, since only the 
 factor is altered by the rough-
ness in the TEM image. The PPM and TEM findings are in

Fig. 8 The reflectivity at �a� 8.05 keV and �b� at 17.45 keV of the
W/Si multilayer sample compared with the PPM model predictions
after allowing for individual thickness variations �log scale�. The fit
was executed simultaneously on both scans.
very good agreement.
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Summary
he high sensitivity of the XRR to small variations of the

ndividual layer thickness and roughness in a multilayer
nd the ability of PPM to handle the large number of stack
arameters makes the analysis of XRR with PPM a power-
ul and nondestructive tool for the deep characterization of
ayered coatings with period in the nanometer range. The
tting capabilities of PPM have been tested and validated
or two quasiperiodic multilayer samples �Pt/C and Ni/C�
ith significant d-spacing irregularities. High-quality fit re-

ults were obtained for x-ray reflectance curves at two pho-
on energies simultaneously. The calculated d-spacing dis-
ributions are in good agreement with the corresponding
EM data. The comparison shows, moreover, that the
ultilayer 
 ratio can be altered in TEM images by geo-
etrical effects like the superposition of the multilayer

oughness profiles in the image plane. Because the XRR
nalysis is not affected by image artifacts, we have been
ble to extract with a large accuracy the actual layer thick-
ess distribution in the multilayer stack.

Future developments will be aimed to using PPM for
RR scans of multilayers deposited via other techniques

e.g., RF magnetron sputtering� and/or with a larger num-
er of bilayers, especially graded multilayers for wideband

ig. 9 �a� The W and Si thickness distribution as derived by PPM
plotted points�. The layer drifts found in the first step of the fit are
lso plotted �lines�. �b� The TEM sample close to the edge: The
oughness projection effect is clearly seen.
-ray reflectivity. The comparison of the related results with

ptical Engineering 086501-
TEM images will cast some light on the reliability of PPM
as a diagnostic tool for multilayers with various
applications.
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oftware; it can be freely downloaded from
tp://www.esrf.fr/pub/scisoft/ESRF_sw/linux_i386_03/
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